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Variations of the hydrological cycle in the Lake Baikal basin are associated with its special geographical location. The catchment basin of Lake Baikal is located in the center of Asia between 46°N and 57°N and between 97°E and 114°E. In recent years, anomalously high values of surface air temperature have been noted with a strong deficit of precipitation in the Lake Baikal basin (Mokhov, Timazhev, 2016b). These extreme climatic phenomena are manifested against the background of the corresponding long-term positive temperature trends and negative precipitation trends for the last decades (http://meteorf.ru/), see also (Climate Change 2014; Obayazov, 2015). The Lake Baikal basin is one of the Russian regions with the strongest warming in summer during the last decades (Groisman et al., 2012). Significant weather-climate anomalies in the Northern Eurasia regions are associated with the El-Nino phenomena (Mokhov, Timazhev, 2016a,b). One of the key factors that play a crucial role in the formation of significant weather and climate anomalies is associated with changes of cyclone and anticyclone activity.

We analyzed seasonal cyclone and anticyclone activities over the Lake Baikal basin (98-112°E) for the two periods (1980-1994 - I and 2002-2016 - II). Cyclone and anticyclone characteristics were calculated from the 6-hourly mean data for sea level pressure from NCEP/NCAR reanalysis. Figure 1 shows the latitudinal distribution of cyclone and anticyclone frequencies (per season) in summer for the different periods.

Figure 1. Latitudinal distribution of cyclone and anticyclone frequencies (per season) in summer for two periods: I – 1980-1994, II – 2002-2016.

The meridional distributions of cyclone and anticyclone frequencies in Figs. 1a,b are very different. The frequency of cyclones in summer shows significant maxima near 60°N for period I and near 70°N for period II. The frequency of summer anticyclones does not show any significant maxima. On the whole, a general decrease in cyclone frequency at lower latitudes (40-60°N) and its general increase at high latitudes (higher than 65°N) are found for summer. The changes of opposite sign are noted for the summer anticyclone frequency. Figure 1 shows a general tendency of decreasing the cyclone frequency and increasing the anticyclone frequency over the Lake Baikal basin in summer.
This work was supported by the RFBR and RAS.
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The knowledge about distribution of main meteorological parameters in low troposphere is necessary for many science and practical needs. The paper presents the trends in time series of wind speed (S) in the low troposphere layer from the surface to the 2-km height.

The computations are based on the radiosonde data from eleven Russian Arctic aerological stations located in the North-European, West-Siberian and East-Siberian climatic areas of the Arctic region of Russia. Data from aerological dataset CARDS [1] supplemented by current data from datasets AROCTAB [2] and AROCTAC [3] for the observation period of 1964-2016 were used for this research. The data were subject to a complex quality control procedure. Another quality control procedure was developed especially for the low troposphere layer.

The Akima cubic spline interpolation method was used for calculating S in the atmospheric layer 0–2 km. The trends were estimated using the least squares method.

Table, Figs. 1 and 2 show that the spatiotemporal distribution of the trends is not uniform. The wind speed and standard deviations in the low troposphere layer over the Arctic region of Russia mainly increase at the heights of 400–600 and 400–800 m above the surface, respectively. We can see negative trends near the surface.

The obtained knowledge about long-time changes of wind speed in the low troposphere may be useful for geo-economic justification of nuclear power stations construction, for needs of aviation, shipping, for studying climate change in the Arctic region.

Table. The ranges of inter-annual changes for the linear trends of anomalies of long-time monthly means and square deviations for wind speed, m/s *decade⁻¹, in the low troposphere layer 0-2-km for 00 and 12 UTC for different climatic areas of the Arctic region of Russia. 1964–2016.

<table>
<thead>
<tr>
<th></th>
<th>00 UTC</th>
<th>12 UTC</th>
<th>00 UTC</th>
<th>12 UTC</th>
<th>00 UTC</th>
<th>12 UTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>North-European area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2—0.7</td>
<td>-0.4—0.7</td>
<td>-0.4—0.4</td>
<td>-0.4—0.4</td>
<td>58083</td>
<td>56647</td>
<td></td>
</tr>
<tr>
<td>West-Siberian area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.6—0.6</td>
<td>-0.6—0.5</td>
<td>-0.4—0.3</td>
<td>-0.5—0.4</td>
<td>37657</td>
<td>37510</td>
<td></td>
</tr>
<tr>
<td>East-Siberian area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.7—0.8</td>
<td>-0.5—0.9</td>
<td>-0.5—0.4</td>
<td>-0.4—0.5</td>
<td>52247</td>
<td>52855</td>
<td></td>
</tr>
</tbody>
</table>

**Note.** Trends with significance not less than 95% are marked by bold. Trends detected at heights of 400–600 m are underlined and those detected at heights of 700–800 m are shown in italic.
Fig. 1. Long-time mean values (a) and square deviations (b) for wind speed, m/s, the linear trends of anomalies of long-time means (c) and square deviations (d) for wind speed, m/s *decade-1, in the low troposphere layer 0-2-km for 00 UTC for every month, season (I, II, III, IV for DJF, MAM, JJA, SON correspondingly), year. Statistics calculated for station Murmansk for 1964–2016 were smoothed by the twofold smoothing of time series. The three-point smoothing was used. Trends with significance not less than 50% are marked by sloping line segments and trends with significance not less than 95%, by lattice. Blue and pink segments correspond to maximum and minimum values.

Fig. 2. Black lines (1) – time series for anomalies of means (a) and square deviations (b) for wind speed S, m/s, at height of 500 m for autumn, calculated on the base of upper-air data for station Murmansk for 1964–2016. Red lines (2) show linear trends, blue lines (3) show smoothed trends. The smoothed trends were obtained after the tenfold smoothing of the time series by using the three-point smoothing.
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Precipitation type redistribution toward convective rainfall increase over Northern Eurasia in 1965-2017
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Precipitation response to the global climate change is not fully investigated yet. It is expected that the frequency of extreme precipitation will increase in a warming climate [1]. In Northern Eurasia, the air temperature and humidity increase results in more frequent formation of convective unstable conditions [2]. It can be expected that warming may redistribute total precipitation toward convective component.

Here, we analyzed different genetic types of precipitation based on routine meteorological observations from 537 Russian stations for the 1966–2017 period [3]. We separated total precipitation into showery (convective), non-showery (stratiform or large-scale) and drizzle precipitation based on information on present and past weather and cloud morphological types (detected and coded during routine observations). We analyzed different characteristics (indices) for precipitation and estimated statistical significance with non-parametric methods.

We found that in Northern Eurasia, the redistribution of precipitation type takes place. In particular, showers become more frequent. In turn, non-showery precipitation becomes less common.

Positive and statistically significant trends are noted at most of the stations for different characteristics of showery precipitation: for seasonal sums (up to 5 mm year\(^{-1}\)) (Figs.1a,3), for intensity (not shown) (up to 1-2 mm day\(^{-1}\) decade\(^{-1}\)) for the 95th percentile (up to 5 mm year\(^{-1}\)) (Fig.1b), for the contribution of the 95th percentile into the seasonal sum (up to 7% decade\(^{-1}\)) (Fig.2a).

![Figure 1. Theil-Sen trends (mm/year) for summer for (a) sum of showery precipitation, (b) the 95th percentile of showery precipitation. Circles stand for each meteorological station (only for stations that located below 500 m height and have less than 5 missed seasons). Large rimmed circles stand for statistically significant trends (at 0.05 significance level based on Mann-Kendall test).](image)

Significant negative trends are noted for the same characteristics for non-showery precipitation (not shown). Opposite trends for showery and non-showery
precipitation lead to redistribution between their contributions to the total precipitation (Fig.2b) (drizzle precipitation is negligible). For most of the stations, trends of contribution of convective precipitation are positive, for particular stations they exceed 20% decade\(^{-1}\). As a result, in 1960–1980, non-showery precipitation dominated in Northern Eurasia, while showers have become the predominant type of precipitation in the beginning of the 21st century.

Obtained results can be used for validation of inter-annual variability of convective and large-scale precipitation in global climate models and reanalyses.

![Figure 2](image2.png)

**Figure 2.** The same as Figure 1, but for (a) contribution of very wet days (95 percentile) to showery precipitation, (b) contribution of showery precipitation to total precipitation.

![Figure 3](image3.png)

**Figure 3.** The same as Figure 1, but for sum of showery precipitation in (a) spring and (b) autumn.

The study has been supported by the RFBR project No. 17-29-05098.
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Cloudiness is one of the main components of a climatic system. In this study, the trends of frequency anomalies for cloud layers with clouds covering 80-100% of the sky (the so-called overcast cloud layers) are presented for the Arctic region of Russia. Calculations were conducted for the atmospheric layers 0–2, 2–6, 6–10 km above the surface level for autumn. These layers correspond to low, middle and high-level clouds.

In our research we used the CE-method for cloud boundaries and cloud amount reconstruction [1, 2] and radiosonde sounding data for eleven Arctic Russian stations from dataset CARDS [3] supplemented by current data from datasets AROCTAB [4] and AROCTAC [5] for the 1964-2016 period. The stations are located in the North-European, West-Siberian and East-Siberian climatic areas of the Arctic region of Russia.

The linear trends in the time series of frequency anomalies of the overcast cloud layers were calculated by the least squares method. To compute the trends, only those observations were used that included data both on temperature and on humidity from the surface to the height of 10 km. Together with overcast cloud layers, an existence of cloud layers with other cloud amount was allowable. We did not consider cloud layers for which the CE-method gave thicknesses less than 50 m.

The linear trends of the anomalies of the overcast cloud layers in the atmospheric layers 0-2, 2-6 and 6-10 km are presented for autumn in the Table.

<table>
<thead>
<tr>
<th>North-European area</th>
<th>West-Siberian area</th>
<th>East-Siberian area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trend, %/decade⁻¹</td>
<td>Significance, %</td>
<td>Trend, %/decade⁻¹</td>
</tr>
<tr>
<td>6–10 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3,1– -0,1</td>
<td>5–99</td>
<td>-3,9– 0,0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1,5–0,5</td>
</tr>
<tr>
<td>2–6 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,4–4,0</td>
<td>31–99</td>
<td>0,1–3,0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2,7–5,0</td>
</tr>
<tr>
<td>0–2 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3,8–5,1</td>
<td>99</td>
<td>3,0–5,2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2,3–4,8</td>
</tr>
</tbody>
</table>

The anomaly time series and their linear trends in autumn are shown in figure for Murmansk and Salekhard for the atmospheric layers considered in the study. Trends obtained after the tenfold smoothing of time series by using the three-point smoothing are also shown.

The presented results demonstrate that the long-time changes of the overcast cloud layers frequency are inhomogeneous in time and space in the atmosphere over the Arctic region of Russia in autumn.
The obtained knowledge about the long-time changes in overcast cloud layers frequency may be useful for studying climate changes in the Arctic region.

Black lines (1) show the time series for anomalies of frequency of the overcast cloud layers in different atmospheric layers for autumn: a), b) layer 6–10 km, c), d) 2–6 km, e), f) 0–2 km, calculated based on the upper-air data for stations Murmansk (a, c, e) and Salekhard (b, d, f) for 1964–2016. Red lines (2) show linear trends, blue lines (3) show smoothed trends.
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We are exploring the role of large-scale atmospheric drivers in influencing fire occurrence and variability across the globe. To effect this we are extending the approach we have taken in connection with the variability of fire numbers across the Australian continent (Earl and Simmonds 2017). In particular we are employing the ERA-Interim reanalysis (Dee et al. 2011), and particularly the global atmospheric winds, temperature and humidity.

We are using the ‘active fire’ (AF) product, giving the location of burning fires, developed by the MODIS Fire Team (June 2000–present), available for download at the NASA Earth Observations website (http://neo. sci.gsfc.nasa.gov/view.php?datasetId=MOD14A1_M_FIRE). The MODIS AF product builds on heritage algorithms for operational fire monitoring used with the Geostationary Operational Environmental Satellites and Advanced Very High Resolution Radiometer sensors, providing information on the specific location of fires, allowing for estimations of emitted energy and the flaming and smouldering ratio. These data have been gridded at 0.1° resolution from the 1 km official MODIS AF product (MOD14A1), which is a level 3 tile-based product from the recently developed MODIS Collection 6. Each pixel assigned to ‘fire’ has a count of the number of fires within the pixel. We here show the trends and variability of seasonal fire counts over the two hemispheres and the globe.

Figure 1 shows the global distribution of fires that have occurred over the period 2001–2016. Figure 2 exhibits the global and hemispherical fire time series from 2001 to 2016. There is a very strong decline in global fires (statistically significant at $p < 0.001$), present in each season except December–February ($p < 0.1$). The NH is also experiencing a very strong decline ($p < 0.001$) largely resulting from trends in the June–November semester. The SH also displays a strongly significant trend ($p < 0.01$), though not as strong as for the globe or NH. There is much interannual variability across the globe, with 2013 experiencing just 75% of 2001 total. This level of variability is also apparent in both hemispheres.

Similar analyses have been performed for each of the regions indicated in Fig. 1. For further details see Earl and Simmonds (2018).
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**Fig. 1:** Total number of annual active fires for the period 2001–2016. The units are fires per 1,000 km².

**Fig. 2:** Global and Hemispherical 2001–2016 fire counts. Levels of significance displayed for the annual trends (colour of bars – decreasing trend: black $p < 0.001$, dark blue $p < 0.01$, middle blue $p < 0.05$, light blue $p < 0.1$) and for each season (represented by the 4 boxes beneath each histogram).
Extreme regional hydrometeorological anomalies are related to atmospheric blockings. We analyze here anomalies in blocking activity in the Northern Hemisphere during the last decades in dependence on the key global-scale quasi-cyclic processes like El Niño phenomena and Pacific Decadal Oscillation (PDO, see also (Mokhov et al., 2014; Mokhov, Timazhev, 2014)).

Figure 1 shows the meridional distribution of the atmospheric blocking frequency in the Northern Hemisphere in summer for the period of 1969-2013 for different phases of El Niño phenomena.

Fig. 1. Meridional distribution of the atmospheric blocking frequency in the Northern Hemisphere in summer for the period of 1969-2013 for different phases of El Niño phenomena: (a) for years with the beginning (a) or ending (b) in the El Niño (La Niña) phase – 1 (4), La Niña phase – 2 (5), or neutral phase – 3 (6).
According to Fig. 1a, the frequency of summer atmospheric blockings in middle latitudes over the eastern part of Asia and western part of the Pacific Ocean is maximum in the years beginning in the El Niño phase and minimal in the years beginning in the phase / La Niña. In this region the frequency of summer blocking is minimal in years ending in the El Niño phase and maximum in years ending in the phase / La Niña (Fig. 1b). Significant variations in the atmospheric blocking frequency in summer for different phases of El Niño / La Niña phenomena occur at mid-latitudes of the eastern part of Northern Eurasia near Lake Baikal and east (see also (Mokhov, Timazhev, 2016)).

Figure 2 shows mean meridional distribution of the summer blocking frequency in the Northern Hemisphere for the period of 1969-2013 and separately for the negative (PDO-, blue curve) and positive (PDO+, red curve) PDO phase. According to Fig. 2, the frequency of summer atmospheric blockings in middle latitudes in the eastern Hemisphere, particularly in Russian regions, is larger in the negative PDO phase than in the positive PDO phase.

This work was supported by the RFBR and RAS.
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There are different types of atmospheric blockings, including dipole- or split-type (splitting) blockings (or Rex-type), omega-blockings and meridional blockings (e.g., (Obukhov et al., 1984; Barriopedro et al., 2010)). It should be noted, that splitting blockings can cause long-term change in the mid-latitudinal westerlies to the opposite direction (Mokhov, 2017; Sitnov, Mokhov, 2017; Sitnov et al., 2017). Other types of atmospheric blockings just suppress zonal circulation in the mid-troposphere. We analyze here relative frequency of different types of atmospheric blockings with the use of ERA-Interim reanalysis (Dee et al., 2011).

Dipole-type (split) blockings can be separated from other types of atmospheric blockings as intersections of blocking index areas and 500 hPa zonal wind speed areas on Hovmöller diagram (Figure 1). Figure 1 shows negative Lejenas-Okland blocking index (Lejenas, Okland, 1983) with negative values corresponding to blocking conditions and negative (eastern) zonal wind component at 500 hPa between 40°N and 60°N. The joint realizations of these conditions correspond to split blockings.

Figure 1. Hovmöller diagram for Lejenas-Okland blocking index and for zonal wind component at 500 hPa between 40°N and 60°N.

Figure 2 shows variations of relative contribution of dipole-type (split) blockings to the total number of blockings and total duration of blockings in the Northern Hemisphere in summer (red color) and winter (blue color) during the period 1979-2016. Corresponding dotted lines characterize linear trends for winter for the total period (1979-2016) and for summer for two sub-periods (1979-2000, 2001-2016).
Figure 2. Variations of relative contribution of dipole-type (split) blockings to the total number of blockings and total duration of blockings in the Northern Hemisphere in summer (red color) and winter (blue color) during the period 1979-2016. Corresponding dotted lines characterize linear trends for winter for the total period (1979-2016) and for summer for two sub-periods (1979-2000, 2001-2016).

According to Fig. 2 there is a general tendency of decrease for relative contribution of split blockings to the total blockings number and duration. At the same time, it should be noted that in recent years there has been a growing tendency for the relative role of splitting blockings, particularly for the period 2001-2016 in the summer.

This work was supported by the RFBR and RAS.
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Link of the Barents Sea ice extent with El-Nino phenomena
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The most rapid current climate changes are detected in the Arctic. One of the brightest proofs of the current changes is the rapid reduction of the Arctic sea ice extent (Mokhov, 2015). The strongest interannual variations of the global climate are associated with El-Niño phenomena and it is natural to expect the manifestation of El-Niño effects in different latitudes, especially in Arctic latitudes. An important indicator of changes in the Arctic basin is the Barents Sea (Mokhov, 2018). It is a key reservoir of heat accumulated in the Arctic Ocean. At the same time, climatic conditions in the Barents Sea basin are sensitive to possible variations in oceanic thermohaline circulation, which is formed in the North Atlantic and is dependent on the global climate. A number of studies have noted a relationship between climatic variations in the Barents Sea basin and El-Niño phenomena (see (Byshev, 2003)). Here we analyze the changes in the features of the connection between the Barents Sea ice extent (BSIE) by data from (http://nsidc.org) with El-Niño phenomena (EN) of various types characterized by different indices.

Fig. 1. Local coherence of BSIE in February (a), April (b) and September (c) with EN (Nino3) in January from observations (1979-2018).
Figures 1, 2 show local coherence of BSIE in February (a), April (b) and September (c) with EN (Nino4) in January from observations (1979-2018).

The significant BSIE-EN coherence is exhibited for variations with periods about 5-6 years and for interdecadal (long-term) variability. It should be also noted the manifestation of the relationship of Barents Oscillation to the El Niño phenomena. There are remarkable differences for different months. In particular, the BSIE-EN coherence is more significant in February and April (with a large BSIE in winter and spring months) than in September (with BSIE intra-annual minimum at the end of summer - beginning of fall). Figures 1, 2 display essential differences in the BSIE coherence with different EN types detected by Nino3 and Nino4, especially in the interdecadal variability. According to Fig. 1 the long-term BSIE coherence with EN (Nino3) is insignificant in September during two first decades of the 21st century while it was significant during last two decades of the 20th century. The obtained results can be explained by the existence of a critical BSIE value below which its relationship with EN becomes statistically insignificant.

This work was supported by the RFBR and RAS.
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One of the largest regional climate variations during the last century is associated with hydrological cycle variations in the Caspian Sea basin with a large anomalies of the Caspian Sea level (CSL) (Arpe et al., 1999; Arpe et al., 2000). Enclosed seas and large lakes like Caspian Sea are sensitive indicators of the global climate and water balance changes (Mokhov, Khon, 2001). The most significant current climate changes are detected in the Arctic with the rapid reduction of the Arctic sea ice extent (Mokhov, 2015). Influence of the strongest changes in the Arctic should be manifested in the middle latitudes, in particular in regions sensitive to global changes. We analyze here the relationship of CSL with the Arctic ice extent. This connection has been studied for a long time, since the days of L. Berg and W. Wiese. We estimate changes in the relationship of CSL with the Arctic ice extent from observations during last decades with the use of cross-wavelet analysis.

Fig. 1. Local coherence of CSL with BSIE by monthly-mean data for the period 1979-2008.

Figures 1,2 show local coherence of CSL (at Makhachkala) with the Barents Sea ice extent (BSIE) and Kara Sea ice extent (KSIE) by monthly-mean data from (http://nsidc.org) for the period 1979-2008. Along with significant coherence for variations in the annual cycle, significant coherence is exhibited for CSL with BSIE and KSIE variations with periods about 5 years and for interdecadal (long-term) variability. The coherence of CSL with variations of BSIE and KSIE with periods of about 5 years (characteristic for El Niño phenomena) was manifested only in last years.
Interdecadal (long-term) CSL and sea ice extent coherence is more significant for KSIE than for BSIE (Fig. 2). According to Fig. 1, the coherence of CSL with BSIE in the interdecadal variability became statistically insignificant from the end of the 20th century.

This work was supported by the RFBR and RAS.
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Squalls with a hurricane wind in Moscow
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The results of measurements of wind speed by an ultrasonic anemometer (50 Hz) during the strongest squalls in Moscow on 29 May, 2017 and 21 April, 2018 at the Physics Faculty of the Lomonosov Moscow State University (PF MSU) on the Vorob'evy (Leninskie) Gory (55°42'00.28" N, 37°31'45.30" E) at an altitude of 50 m above the surface are analyzed.

Figure 1 shows variations of the zonally (U) and meridionally (V) oriented components of the wind, as well as the vertical velocity (W) components during 3 hours (14-17) on 29.05.2017 from measurements at PF MSU. The strongest squall with a wind of hurricane strength (more than 32 m/s) was registered at 15:39.

Wavelet analysis revealed cyclic features in wind variations - with typical periods of about 40 minutes, 15-20 minutes and shorter-period variations (with a period about 4 minutes or less). A qualitative change in the spectral structure of the wind
dynamics after a strongest squall of about 15:39 has been noted. In particular, after the squall there were no significant short-period wind fluctuations (with a period of several minutes). After the squall, relaxation oscillations for the wind were noted. Cross-wavelet analysis of mutual variations of different wind components revealed a significant change in their coherence after a strongest squall.

Figure 2 shows local coherence of U- and V-components for three hours (14-17) on 29.05.2017 from measurements at PF MSU. According to Fig. 1, a strong squall at 15.39 initiated a chain of coherent variations of the U and V wind speed components with increasing characteristic period. These variations are characterized by positive correlation. It should be noted the manifestation of significant coherence for variations of U and V components with periods about 20-30 minutes about an hour before the record squall in 15:39. These variations are characterized by negative correlation. Significant coherence of U and V variations with periods of about half an hour was manifested long enough (at least two hours). According to the results obtained, one can expect some possibilities of prognostic significance in assessing the risk of extreme squalls.

![Fig. 2. Local coherence of U- and V-components for three hours (14-17) on 29.05.2017 from measurements at PF MSU.](image-url)

Similar measurements were made on April 21, 2018, when during the strongest squall (at 17:04) a wind of hurricane strength was also registered. As in May 2017, the extreme wind in Moscow in April 2018 was associated with the atmospheric front. The strongest squalls marked in the spring of 2017 and 2018 are very unusual and rare in the Moscow region. The recurrence of such strong squalls within one year is unique.
Regional intraseasonal anomalies in transitional seasons in Northern Eurasia

Parfenova M.R.¹, Mokhov I.I.¹,²
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The number of hazardous meteorological phenomena in Russia is increasing by about 6-7% per year since the end of the 20th century, according to observations (http://www.meteorf.ru/). Last year (2017), this number was four times higher than it was in 2000, when very extreme spring with high temperature in March and cold air outbreaks in May in Russian regions were observed. Analysis of intraseasonal variability of surface air temperature (SAT) from long-term observations reveals multimodal features in probability density functions (PDF), in particular for transitional (spring, autumn) seasons (Agayan and Mokhov, 1989; Mokhov and Semenov, 1997; Mokhov et al., 1998; Mokhov, 2017). The PDF polymodality can be a result of various climatic processes. In (Mokhov and Semenov, 1997; Mokhov, 2017) the analysis of bimodal features of PDF for intra-seasonal SAT variations was performed, using a stochastic energy balance model and daily data from long-term (since the end of the 19th century) observations at various Eurasian meteorological stations. In particular, the formation of the PDF bimodality for regional SAT anomalies can be related to the nonlinear temperature dependence of surface albedo near the snow boundaries and meridional heat transfer.

We present here some estimates of the PDF polymodality for SAT anomalies and their changes in last decades from observations in Russian regions. Figures 1,2 show the frequency of different SAT anomalies near Lake Baikal (in Irkutsk) in spring and autumn for two decades (1956-1965 and 2006-2015). The Lake Baikal basin is characterized by strong thermal and hydrological anomalies during last years.

Fig. 1. Frequency (number of days) of different SAT anomalies in autumn in Irkutsk for two decades (1956-1965 and 2006-2015).
Fig. 2. Frequency (number of days) of different SAT anomalies in spring in Irkutsk for two decades (1956-1965 and 2006-2015).

Figures 1,2 display the polymodal (bimodal) features of the PDF for SAT anomalies in Irkutsk. It should be noted that general warming during last decades is accompanied by a more pronounced manifestation of bimodality near 0°C, in particular in spring. Similar estimates were obtained for other North Eurasian regions, in particular for Moscow and Arctic and subarctic regions. For different regions, the changes in the distribution functions for SAT anomalies vary significantly. This is also due to the different times for transition of the temperature near surface through 0°C.

This work was carried out within the framework of RFBR projects and RAS programs.
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Observations are an integral part of any data assimilation system. Measured ocean observations are available from various sources, e.g., SST from satellites, SSH anomalies from altimeters, T&S from profiles, XBT’s, moorings etc. Quality control (QC) of observations is required to make a decision on the validity of newly received data and requires information about the data. For profile observations the possible collocated products are climatology (e.g., GDEM), cross-validation (xval), analysis and forecast. The main purpose of the QC is to bring data validation information into the analysis process. While QC of observations is done at the data release time, real-time operational QC methods are also required to improve consistency of the data with simulated ocean states used in the data assimilation procedures (e.g., Navy Coupled Ocean Data Assimilation System – NCODA; Cummings and Smedstad, 2013). NCODA has a built-in QC that works in conjunction with its 3D variational algorithm (Cummings, 2011). At NCEP, 24-hr forecast fields are generated from the 1/12 deg global Real-Time Ocean Forecasting System (RTOFS). In this study, the influence of additional automated QC methods for real-time applications and the importance and consequences of using model background fields for QC in real-time operational ocean analysis and forecast is presented.

A few days of QC’ed profile data provided by the US Navy consisted of daily profile temperature (°C) and salinity (psu) measured from Fixed Buoys, Drifting Buoys, Marine Mammals, Argo Floats, TESAC (Temperature, Salinity and Currents) and Expendable BTs. The QC’ed profile data was reformatted to obtain the pre-QC’ed incoming files. These files were input into the NCODA QC algorithm with the NCEP global HYCOM+CICE+NCODA (HYCOM; Bleck, 2002) generated forecast as background field.

The probability of error (E) for an observation w.r.t a background field can be computed from the normalized innovations as, $I=\frac{(\text{Obs-background})}{\sigma}$, where $\sigma$ is the error estimate of the background field. The error probability $E$ that the observation contains a random error $I$ is obtained from the normal distribution (Cummings, 2011). The US Navy profile data included xval information. The xval method computes corrections to climatology using observations against other nearby data. It is analogous to checking observations against a dynamic, time-dependent climatology. The error probability $E$ for GDEM climatology and for the HYCOM 24-hr forecast was computed in addition to the error probability $E$ for xval.

The total number of profiles available for March 01, 2017 are 7452 (Fig. 1), of which 2265 profiles have overall error probability values of less than 1.0 (Fig. 2a and Fig. 2b). The profile locations where HYCOM probabilities are smaller than climate are plotted in Fig. 2, indicating than HYCOM is a better predictor of profile temperature at ~68% of locations. The xval probabilities are also compared to the probabilities from GDEM in Fig. 3. The xval is found to be a better predictor of profile temperature than GDEM at ~44% of locations. However, in comparison to HYCOM, the profile locations where xval is a better predictor than GDEM climatology are more spread out. The profile temperature from three locations near equatorial Pacific are also compared to HYCOM and GDEM temperatures in Fig 3, where HYCOM is a better predictor of profile temperature than GDEM (blue circles: Fig 3 top panel) and GDEM is better predictor of profile temperature than HYCOM (red circles: Fig 3 top panel). Replacing GDEM climatology with HYCOM forecasts as background field would on average improve the QC of the profile data more than xval, but this occurs in regions where there is repetition in measurements (e.g., TAO/TRITON buoys; glider transects off the California coast; Mediterranean moorings; Japan Meteorological Agency’s repeat hydrography, etc). Extended regions containing different sources of profile data, where error probability $E$ for HYCOM is large, indicate regions with low forecast skills. The same analysis was repeated for March 10, 2017 with similar results. As an additional by-product, including the HYCOM forecast in the QC will give an indication of HYCOM forecast skill. This experiment is the first step in testing the use of including ocean forecasts to QC ocean observations and is being further investigated.
Figure 1. Locations of profile data – March 01, 2017.

Figure 2. Locations of profiles where (a) HYCOM is a better predictor than GDEM and (b) xval is a better predictor than GDEM.

Figure 3. Profile Temperature comparison with HYCOM and GDEM climatology at three locations, where HYCOM is a better predictor of profile temperature than GDEM (blue circles-top panel) and GDEM is better predictor of profile temperature than HYCOM (red circle-top panel). Profile figures left to right correspond to profile locations from west to east.
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Evolution and tracks of tropical cyclones in 2016 in the Pacific Ocean.
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The evolution and motion of a series of tropical cyclones (TC) in 2016 in the Pacific Ocean are investigated in this work. Cases of triple interaction of TCs and the influence of a polar front (PF) on them are considered. The dynamics of groups of real tropical cyclones is compared with the behaviour of perfect cyclonic vortices in experiments with a numerical model. Variants of explanation of the origination of loops, zigzags and sharp turns in the cyclones tracks are suggested.

From August 19 a group of vortices constituted by three tropical cyclones – Tropical Storm (TS) Mindulle, TS Lionrock N10 and Tropical Depression (TD) Kompasu – moved synchronously on the Pacific Ocean north-eastern water area. The tracks of the TCs included sharp turns and loops (Fig.1a).

Fig.1. a/ The tracks of TCs Mindulle, Lionrock, Kompasu from 19 to 30 August 2016. Black circles show the moments of the beginning of the interaction of cyclones, crosses show the moments of the end of their interaction. The inset shows some parts of the tropical cyclones during their interaction. It can be seen that the triangle between the three centers of the cyclones turned counterclockwise and is significantly smaller at the end of the cyclones interaction compared with such triangle in the beginning of their interaction. It bears evidence of strong interaction of the tropical cyclones;
1b/ satellite image of the cyclones Mindulle, Lionrock, Kompasu 2016-08-21 000Z (visible range). Cloud structures connecting the vortices are distinctly visible;
1c/ the trajectories of the TCs Fung Wong and Fengshen in July 2002.

In this area of the ocean such situations are observed rather often. One of such examples: the trajectory of the TC Fung Wong described a loop during its interaction with the TC Fengshen, which was similar to the loop of the TS Lionrock trajectory (Fig. 1c). A loop forms in the trajectory of a weak tropical cyclone under the influence of the circulation of a stronger vortex.
The interaction and rotation of the TCs under investigation in a cyclonic orbit lasts till the moment when a polar front (PF) approaches them from the north-west. Between August 20 18:00 and August 21 0 hours 2018 Kompasu settles on the PF that approached it well closely and, under its influence, sharply turns (almost a 90° turn) in the north-eastern direction (Fig. 1a). Then it merges with the PF and quickly moves in the north-eastern direction in the flow of PF.

Less than in 24 hours Mindulle also turns north-eastwards (on August 21, at 12:00) in the direction to closely approached PF, for some time it describes the trajectory of Kompasu that passed further (Fig. 1a) and, on August 22, approximately in 02:00, it also settles on the PF that approached it from the east side, and “tears up” it. Then Mindulle begins to move to the north-north-east direction at a great velocity following the steering flow, that is, the northern part of the PF.

A series of numerical experiments using a barotropic model of the atmosphere based on the “shallow water” equations was carried out. The investigation dealt with the behaviour of a group of perfect distributed vortices (in a rotating field) located in a way analogous to the location of real TCs. As a result of calculations the patterns of the evolution of the vorticity fields \((10^{-5}\text{c}^{-1})\) and the tracks of the interacting vortices were obtained (Fig. 2).

![Fig. 2. Patterns of the evolution of the vorticity fields \((10^{-5}\text{c}^{-1})\) and tracks of the interacting vortices. The integration time is 144 hours.](Image)

Conclusions

1. The interaction of the vortices with one another and with other baric formations can lead to meandering and loop-like motion of these vortices.

2. Based on the experiments using a numerical model and the data from satellites the explanation of the motion of tropical cyclones under investigation is found. A numerical experiment with a group of three perfect distributed vortices substantiated the hypothesis about the cause of the loop-like motion of the TS Lionrock. The strange trajectory of Lionrock was successfully explained by its interaction with two TCs (Mindulle and Kompasu) which existed simultaneously with the first one.

3. On the basis of satellite data it was shown that the action of a polar front on the motion of the TCs Mindulle and Kompasu had interrupted the interaction between these TCs and the TS Lionrock.
Sectorial variations in the Antarctic circumpolar trough and inferences for the Ekman transport of sea ice
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Since satellite records commenced in 1979 the total Antarctic sea ice extent has exhibited variability and trends (and reached a new annual-mean low record in 2017). We are exploring the extent to which the variability can be related to the large-scale SH atmospheric drivers and, in particular, the Semiannual Oscillation (SAO). This mode arises because the thermal inertia of the Southern Ocean and of the Antarctic continent are very different, and hence the cycle of atmospheric temperature in the midlatitudes differs from that at high latitudes. A consequence of this is that the mid- and high-latitude temperature difference exhibits a strong temporal wavenumber 2 over the year (the SAO). Hence there is strong SAO signal in baroclinicity and in the strength and location of the Circumpolar Trough (CPT) (van Loon 1967, Simmonds and Jones 1998, Walland and Simmonds 1999, Simmonds 2003, Simmonds and King 2004).

Fig. 1 shows the mean (1979-2017) annual cycle of the latitudes of the zonal-average sea ice edge and the CPT (from ERA-Interim). For summer and autumn the ice edge is poleward of the CPT, and hence the marginal ice zone (MIZ) is overlaid by easterlies. As a consequence, the Ekman ice transport is to the south, a factor which associated with sea ice extent (SIE) reduction. The opposite holds during winter and spring. Hence SIE variations are strongly influenced by the relative positioning of the CPT and MIZ (Watkins and Simmonds, 1998).

Fig. 2 displays plots analogous to that in Fig. 1, but for the averaged longitude sectors of 30-60°E, 120-150°E, 210-240°E, and 300-330°E. In contrast to the zonally-averaged case note that over 120-150°E the ice is to the south of the trough in almost all months. The opposite is true for the 210-240°E sector, meaning that the meridional Ekman forcing is in opposite directions in these two sectors throughout the year. Also note that the interannual range of sea ice implies that the direction of Ekman ice forcing in the MIZ for a given calendar month depends on the ice amount present.
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**Fig. 1:** Mean annual cycle of the latitudes of the zonal-average sea ice edge and the CPT.

**Fig. 2:** As for Fig. 1, but for four Antarctic sectors. (Also indicated is the maximum and minimum ice edge over the record for each calendar month.)
Distribution features of travelling eddies in the South China Sea
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By means of a 0.1-degree daily ocean simulation STORM (supported by the German consortium project STORM; J. von Storch et al, 2012), this paper has investigated the characteristics of the travelling eddies in the South China Sea (SCS) from 1950 to 2010 using daily data. The STORM dataset, forced by the 6-hourly NCEP reanalysis data, realistically capture the hydrodynamics in the SCS (Zhang and H. von Storch, 2017). Based on a monotonicity-based eddy detection and tracking method, eddies in the SCS have been detected and tracked from the gridded sea surface height anomaly (SSHA) field of STORM (Zhang et al, 2017). In this paper, we focus on eddies with high relative intensity and long travel length. They fulfill the following criteria:

1. The accumulated travel length is 100 km or more, and the ending point is required to be at least 50km away from the beginning one.
2. All the eddy points must have relative intensity (RI) over 3 mm. In addition, the RI of the strongest point along one track surpasses 6 mm. RI is defined by the absolute difference between the extremum SSHA and the averaged SSHA of its 24 neighbors.
3. An eddy track must travel for over 90% of its lifetime in water deeper than 200 m, which allows the eddy to extend in the vertical direction.

From 1950 to 2010, a total of 1871 anti-cyclonic eddies (AE) and 4219 cyclonic eddies (CEs) were detected, corresponding to 65137 AE points (2.9 per day) and 143798 CE points (6.5 per day). We extracted the time series of the daily eddy number, and plotted the distribution probability (Fig. 1) of daily AE points and daily CE points. Daily AE number varies from 0 to 9, with the most frequent number of 3, and daily CE number ranges from 0 to 17, with the most frequent number of 6.

The maximum of 9 AEs appears once in 12 continuous days, which are 09 – 20/05/1981. And the maximum of 17 CEs occur once in 3 days of 21 – 23/03/2005. As an example, the eddies occurring in 09/05/1981 and in 21/03/2005 are all collected in Fig. 2. Most of the AEs are located along the SCS western coast and near the Luzon Strait, except some CEs in the Sulu Sea. And when the maximum number of one type eddy takes place in one day, many of the other type eddy occur as well.
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Figure 1. The occurrence probability of daily AE number and daily CE number.

Figure 2. The tracks that appeared in 1981/05/09 (the left figure) and 2005/03/21 (the right one); Red squares and green circles present AEs and CEs at certain date.